Math 420 Linear Algebra Fall 2000

Key to Problem Set #2

1. Using Gauss—Jordan elimination, one reduces the augmented matrix
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2. Ineach case, the inverse reverses the corresponding row operation:

T
(i) P,r =1+ (e' - %)(eTi- ej) =1- (ei . ej)(ei- ei)T =P,. Thatis, theinverse
1-(6-¢)(a-e)
of P, also exchangesrowsi and .

(i)If D,=1- (1- a)ee/, then D, multipliesrow i by a. We have

D=1l +%:| § 10 ~ee. Thatis, D;* dividesrow i by a.
1- (1-a)e’s a?
(i) If E; =1 +aeg " then a timesrow i is added to row j. We have
T
=[I - (- gq] = +%31)e+=| +(-a)e,g . Thatis, E;' subtractsa
a)e's

timesrow i from row j.
3. Thefollowing give some possibilities (many other answers are correct for parts a, b,
and c):
(a) Suppose A isnonsingular. Then B = -A isalso nonsingular (since a scalar

multiple of anonsingular matrix isnonsingular) but A + B=A —A =0isclearly
not invertible.

(b) The matrix A = g % |ssmgular sinceit isin row echelon form and has only

OC')
onepivot. Likewise, the matrix B = 80 |s singular since arow exchange
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ad 00
showsit hasaonly one pivot. But A + B= (é‘o 1+ has rank = 2 and is thus
2

invertible.
(c) Both A =1 and B = 2l areobviously nonsingular. A + B = 3l isalso nonsingular.

(d) Since A™, B, and A+B are all nonsingular matrices by assumption, then
B™+A™ = A"(A+B)B 'isthe product of nonsingular matrices and is thus
: -1 AR ] -1t -1
nonsingular aswell. (B*+A™") " = [A (A+ B)B ] =B(A+B) A.

4.K, :%+4+b,kB =§+4+b,kC =%,ande :b—“;+%+1. Since0O<b<1,we

have k, >k , =k ; >k . Maltrix D is an order of magnitude moreill conditioned
than the other matrices. Matrix C isonly marginally better conditioned than A and B.



